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l Classical computers
n Exponential growth of Hilbert space

Quantum simulation: Why?

3

Simulating of quantum systems with computers

System with 50 
qubits

250 ≈1015 complex amplitudes ~ 
32 x 1015 bytes of information

well beyond the capacity of existing computers

The Puzzle: Feynman�s main thesis was quantum systems could 
not be efficiently imitated on classical systems. 

n

Computational basis



l Quantum computers - Universal quantum simulators
1982  Richard P. Feynmann
�Simulating Physics with Computers�, 

Int. J. Theor. Phys. 21, 467-488, 1982

Controllable Quantum Systems As Simulators 

Quantum simulation: What?

“Let the computer itself be built of quantum 
mechanical elements which obey quantum 
mechanical laws.” 



Quantum simulation: Targets

Quantum 
simulations

Atomic 
physics

Condensed-
matter physics

High-energy 
physics

Cosmology

Nuclear physics
Open quantum 

systems
Quantum 

chaos

Quantum 
chemistry

Others

I. M. Georgescu et al., Rev. Mod. Phys., Vol. 86, No. 1, January–March 2014



Quantum simulation: Implementation

• Nuclear spins have long decoherence time 

• Electronic spins have the fast operation 
time

• Spins can be easily manipulated by 
mature magnetic resonance techniques 
(NMR, EMR, ODMR, FMR)

Spin-based QIP is one of most successful physical implementations, and 
provides inspired technology for others solid systems, as an important testbed 
for developing quantum control methods. 

Spin



Spin-based quantum information processing
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Quantum control: Spin Magnetic resonance
Spin 1/2 particle in magnetic field
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Our platform: NMR QIP
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Liquid state NMR is an excellent system for small quantum 
registers.
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NMR Quantum simulators

I. M. Georgescu et al., Rev. Mod. Phys., Vol. 86, No. 1, January–March 2014

Quantum simulator: a controllable quantum system used to simulate 
or emulate other quantum systems

the mappings 

Congress has almost 160 TB of data. Double the number of
spins, and ∼3.8 × 1025 bits (or 5 × 1012 TB) would be
required. This is roughly 104 times more than the amount
of information stored by humankind in 2007, which was
estimated to be 2.4 × 1021 bits (Hilbert and Lopez, 2011).
Classical stochastic methods, namely, Monte Carlo algo-

rithms (Suzuki, 1993), have been developed as a way of
tackling the difficult problem of simulating large quantum
systems. These methods allow the evaluation of phase space
integrals for many-body problems in a time that scales
polynomially with the number of particles. Such stochastic
methods generally work well when the functions being
integrated do not change sign (and ideally vary slowly with
respect to the relevant variables), such that sampling the
function at a relatively small number of points gives a good
approximation to the integral of the function. For some
quantum systems, especially fermionic and frustrated systems,
the numerical evaluation of the integrals encounters the
problem of sampling with nonpositive-semidefinite weight
functions, which is the so-called sign problem (Troyer and
Wiese, 2005). This results in an exponential growth of the
statistical error, and hence the required simulation time, with
the number of particles, which cancels the advantage of the
Monte Carlo methods. Other methods of solving quantum
many-body problems such as density functional theory, mean-
field theories, many-body perturbation theories or Green’s
function-based methods, coupled clusters, etc. [see Thouless
(1972), Zagoskin (1998), and Fetter andWalecka (2003)] have
similar validity criteria that restrict their applicability to well-
behaved systems.

III. DEFINITIONS

The alternative simulation method initially proposed by
Feynman, i.e., quantum simulation, can be loosely defined as
simulating a quantum system by quantum mechanical means.
This very general definition allows us to include three types of
simulation:

• digital quantum simulation,
• analog quantum simulation, and
• quantum-information-inspired algorithms for the
classical simulation of quantum systems.

These are discussed in some detail in the following sections.
By quantum simulator, we understand a controllable

quantum system used to simulate or emulate other quantum
systems [see, e.g., Buluta and Nori (2009)].
We denote the state of the simulated system by jφi.

The system evolves from the initial state jφð0Þi to jφðtÞi
via the unitary transformation U ¼ expf−iℏH systg,
where H sys is the Hamiltonian of the system. The
quantum simulator is a controllable system: the initial state
jψð0Þi can be prepared, the desired unitary evolution U0 ¼
expf−iℏH simtg with H sim being the controllable Hamiltonian
of the simulator can be engineered, and the final state jψðtÞi
can be measured. If a mapping between the system and the
simulator [i.e., between jφð0Þi and jψð0Þi, and between jφðtÞi
and jψðtÞi] exists, then the system can be simulated. The basic

idea of quantum simulation is represented schematically
in Fig. 1.

IV. DIGITAL AND ANALOG QUANTUM SIMULATION

The advantage of quantum simulators over classical devices
is that, being quantum systems themselves, they are capable of
storing large amounts of information in a relatively small
amount of physical space. For example, the storage capacity
of N qubits is exponentially larger than that of N classical bits.
Going back to the example given in Sec. III, the quantum state
of N ¼ 40 spin-1=2 particles, which would require a 4 TB
classical memory register, can be represented by a 40-qubit
(i.e., 5-quantum-byte) register. If the time evolution of the
simulator reproduces the time evolution of the simulated
system, the desired final state can be obtained without the
need for numerically exponentiating a 2N × 2N matrix. This
sounds very promising, but the quantum simulation problem is
not really solved unless the initial-state preparation, the
implementation of the time evolution, and the measurement
are realized using only polynomial resources. The importance
of measurement must be stressed because the success of
quantum simulation ultimately depends on the ability to
extract useful information from the simulator. As discussed
later, these are not easy tasks, even for quantum simulators.

FIG. 1 (color online). Schematic representation of a quantum
system and a corresponding quantum simulator. The quantum
state jφð0Þi evolves to jφðtÞi via the unitary transformation
U ¼ expf−iℏH systg. The quantum simulator evolves from the
state jψð0Þi to jψðtÞi via U0 ¼ expf−iℏH simtg. The simulator is
designed such that there is a mapping between the simulator and
the simulated system, in particular, the mappings jφð0Þi↔jψð0Þi,
jφðtÞi↔jψðtÞi, and U↔U0. While the simulated system may not
be controllable (or not experimentally accessible in some cases),
the quantum simulator is. Namely, the initial state jψð0Þi can be
prepared, the unitary evolution U0 can be engineered, and the
final state jψðtÞi can be measured. The result of this measurement
provides information about the simulated system. The colored
arrows denote the controllable operations. The solid black arrows
describe the time evolution of the system and the simulator. The
dashed arrows indicate the correspondence between the quantum
states of the simulator and the simulated system.
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Quantum simulation: How?
Main steps 
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the numerical evaluation of the integrals encounters the
problem of sampling with nonpositive-semidefinite weight
functions, which is the so-called sign problem (Troyer and
Wiese, 2005). This results in an exponential growth of the
statistical error, and hence the required simulation time, with
the number of particles, which cancels the advantage of the
Monte Carlo methods. Other methods of solving quantum
many-body problems such as density functional theory, mean-
field theories, many-body perturbation theories or Green’s
function-based methods, coupled clusters, etc. [see Thouless
(1972), Zagoskin (1998), and Fetter andWalecka (2003)] have
similar validity criteria that restrict their applicability to well-
behaved systems.

III. DEFINITIONS

The alternative simulation method initially proposed by
Feynman, i.e., quantum simulation, can be loosely defined as
simulating a quantum system by quantum mechanical means.
This very general definition allows us to include three types of
simulation:

• digital quantum simulation,
• analog quantum simulation, and
• quantum-information-inspired algorithms for the
classical simulation of quantum systems.

These are discussed in some detail in the following sections.
By quantum simulator, we understand a controllable

quantum system used to simulate or emulate other quantum
systems [see, e.g., Buluta and Nori (2009)].
We denote the state of the simulated system by jφi.

The system evolves from the initial state jφð0Þi to jφðtÞi
via the unitary transformation U ¼ expf−iℏH systg,
where H sys is the Hamiltonian of the system. The
quantum simulator is a controllable system: the initial state
jψð0Þi can be prepared, the desired unitary evolution U0 ¼
expf−iℏH simtg with H sim being the controllable Hamiltonian
of the simulator can be engineered, and the final state jψðtÞi
can be measured. If a mapping between the system and the
simulator [i.e., between jφð0Þi and jψð0Þi, and between jφðtÞi
and jψðtÞi] exists, then the system can be simulated. The basic

idea of quantum simulation is represented schematically
in Fig. 1.

IV. DIGITAL AND ANALOG QUANTUM SIMULATION

The advantage of quantum simulators over classical devices
is that, being quantum systems themselves, they are capable of
storing large amounts of information in a relatively small
amount of physical space. For example, the storage capacity
of N qubits is exponentially larger than that of N classical bits.
Going back to the example given in Sec. III, the quantum state
of N ¼ 40 spin-1=2 particles, which would require a 4 TB
classical memory register, can be represented by a 40-qubit
(i.e., 5-quantum-byte) register. If the time evolution of the
simulator reproduces the time evolution of the simulated
system, the desired final state can be obtained without the
need for numerically exponentiating a 2N × 2N matrix. This
sounds very promising, but the quantum simulation problem is
not really solved unless the initial-state preparation, the
implementation of the time evolution, and the measurement
are realized using only polynomial resources. The importance
of measurement must be stressed because the success of
quantum simulation ultimately depends on the ability to
extract useful information from the simulator. As discussed
later, these are not easy tasks, even for quantum simulators.

FIG. 1 (color online). Schematic representation of a quantum
system and a corresponding quantum simulator. The quantum
state jφð0Þi evolves to jφðtÞi via the unitary transformation
U ¼ expf−iℏH systg. The quantum simulator evolves from the
state jψð0Þi to jψðtÞi via U0 ¼ expf−iℏH simtg. The simulator is
designed such that there is a mapping between the simulator and
the simulated system, in particular, the mappings jφð0Þi↔jψð0Þi,
jφðtÞi↔jψðtÞi, and U↔U0. While the simulated system may not
be controllable (or not experimentally accessible in some cases),
the quantum simulator is. Namely, the initial state jψð0Þi can be
prepared, the unitary evolution U0 can be engineered, and the
final state jψðtÞi can be measured. The result of this measurement
provides information about the simulated system. The colored
arrows denote the controllable operations. The solid black arrows
describe the time evolution of the system and the simulator. The
dashed arrows indicate the correspondence between the quantum
states of the simulator and the simulated system.
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yields a better estimate. The procedure is repeated until the
desired precision is obtained.
So far, the literature has generally focused on the discrete

evolution of a quantum system, but recently, continuous
evolution has also been discussed (McKague, Mosca, and
Gisin, 2009; Biamonte et al., 2011). Furthermore, it is usually
assumed that there is no restriction in applying one- and two-
qubit gates and that all qubits of the simulator can be
individually addressed and measured. An interesting question
is what Hamiltonians can be simulated under certain control
constraints. For example, Kraus, Wolf, and Cirac (2007)
discussed the class of Hamiltonians that can be simulated
when one is restricted to applying translationally invariant
Hamiltonians. They showed that if both local and nearest-
neighbor interactions are controllable, then the simulation of
interactions in quadratic fermionic and bosonic systems is
possible. However, for spins this is still an open problem.
Measurement.—After obtaining jψðtÞi ¼ Ujψð0Þi via the

unitary evolution, we need to perform the final measurement
in order to extract the desired information. In general, for
characterizing a quantum state, quantum state tomography
(QST) (D’Ariano, Paris, and Sacchi, 2003) can be used.
However, QST requires resources that grow exponentially
with the size of the system, making it inefficient for large
quantum systems. In order to avoid this problem, the direct
estimation of certain physical quantities such as correlation
functions or spectra of operators is more desirable than taking
the long route through QST. A detailed discussion is given by
Ortiz et al. (2001) and Somma et al. (2002).
We consider two examples. The first one refers to mea-

surements of quantities that can be written in the form hU†Vi,
whereU and V are unitary operators. The measurement circuit
is shown in Fig. 5. One ancilla qubit that is initially in the state
jþi ¼ ðj0iþ j1iÞ=

ffiffiffi
2

p
is needed. The desired quantity, i.e.,

hU†Vi, is given by the expectation value h2 σaþi of the ancilla
at the end of the simulation (here 2 σaþ ¼ σax þ iσay). The

second example pertains to measuring the spectrum of a
Hermitian operator Q̂ . Again, one ancilla qubit that is initially
in the state jþi ¼ ðj0iþ j1iÞ=

ffiffiffi
2

p
is needed, and the desired

spectrum is obtained by analyzing the time dependence of
h2 σaþi. The measurement circuit is shown in Fig. 5.

B. Analog quantum simulation

“...there is to be an exact simulation, that the
computer will do exactly the same as nature”
(Feynman, 1982).

Another approach to simulating quantum systems by
quantum mechanical means is analog quantum simulation
(AQS), in which one quantum system mimics (emulates)
another (Wei and Xue, 1997; Manousakis, 2002; Fischer and
Schützhold, 2004; Porras and Cirac, 2004b; Smirnov et al.,
2007; Zagoskin, Savel’ev, and Nori, 2007). The Hamiltonian
of the system to be simulated H sys is directly mapped onto the
Hamiltonian of the simulator H sim, which can be controlled at
least to some extent:

H sys↔H sim: (10)

This can be done if there is a mapping between the system and
the simulator (Somaroo et al., 1999). Then jφð0Þi can be
mapped to jψð0Þi via an operator f (jψð0Þi ¼ fjφð0Þi), and
jψðtÞi can be mapped back to jφðtÞi via f−1. For
Hamiltonians H sim ¼ fH sysf−1. Note that the simulator
may only partly reproduce the dynamics of the system. The
choice of the mapping depends on what needs to be simulated
and on the capabilities of the simulator. In AQS one is usually
emulating an effective many-body model of the simulated
system. A controllable “toy model” of the system is used to
reproduce the property of interest, e.g., the dynamics or
ground state.
An important advantage of AQS is that it could be useful

even in the presence of errors, up to a certain tolerance level.
For example, one is sometimes interested in knowing whether
a certain set of physical conditions leads to a given quantum
phase transition. Even without having the full quantitative
details, a qualitative answer can be quite valuable in this
context. If the quantum simulator suffers from uncertainties in
the control parameters, the phase transition under study could
still be observed, hence providing the answer to the question
of interest.
Finding the mapping in an AQS might, at first glance, look

simpler than obtaining the most efficient gate decomposition
for a given Hamiltonian in DQS. Sometimes the mapping is
indeed straightforward, but this is not always the case, and
quite often clever mappings have to be devised, sometimes
involving additional externally applied fields or ancillary
systems to mediate various interactions.
We now look at two examples of mappings between

quantum systems and the corresponding simulators. The first
is the Hamiltonian describing a gas of interacting bosonic
atoms in a periodic potential

(a)

(b)

FIG. 5. Quantum circuits (a) for the measurement of the
quantity hU†Vi for two unitary operators U and V, and (b) for
the measurement of the spectrum of a Hermitian operator Q̂ . Both
algorithms use one ancilla qubit, which is initially prepared in the
state jþi ¼ ðj0iþ j1iÞ=

ffiffiffi
2

p
. The black dot represents a j1i-

controlled gate and the white dot a j0i-controlled gate. Adapted
from Somma et al., 2002.
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Each of these operators requires O(M) elementary quantum gates to implement
because of the Jordan-Wigner transformation. Since there are altogether O(M4)
terms that need to be implemented separately, the total cost of simulating H
scales as O(M5) (131).
While any basis {|�ii} can be chosen to represent H, it is desirable to choose

a basis as small as possible that adequately represents the system under study.
Electronic structure experience provides for many good starting points, such as
the Hartree-Fock basis or the natural orbitals (33). No matter which basis is
chosen, a lot of the computation can be carried out on classical computers as
pre-processing. In particular, the coe�cients hpq and hpqrs can be e�ciently
pre-computed on classical computers. That way, only the more computationally
demanding tasks are left for the quantum computer.
Using the Hartree-Fock basis allows us to use the Hartree-Fock reference state

as an input to the quantum computation (10). A salient feature is that such
states are Fock states, which are easy to prepare on the quantum computer:
some qubits are initialized to |0i and others to |1i. In fact, any single-determinant
state can be easily prepared in this way. Furthermore, it is possible to prepare
superpositions of Fock basis states as inputs for the quantum computation. While
an arbitrary state might be di�cult to prepare, many states of interest, including
those with only polynomially many determinant contributions, can be prepared
e�ciently (99, 118, 119, 127). The problem of preparing an initial state that is
close to the true molecular ground state is addressed in Sec. 3.4.
The chief advantage of the second-quantization method is that it is frugal with

quantum resources: only one qubit per basis state is required, and the integrals
can be pre-computed classically. For this reason, the first chemical quantum
computation was carried out in second quantization (see Sec. 5). Nevertheless,
there are processes, such as chemical reactions, which are di�cult to describe
in a small, fixed basis set, and for this we turn to discussing first-quantization
methods.

3.2 First quantization

The first-quantization method, due to Zalka (138, 132, 62), simulates particles
governed by the Schrödinger equation on a grid in real space4. For a single particle
in one dimension, space is discretized into 2n points, which, when represented
using n qubits, range from |0 . . . 0i to |1 . . . 1i. The particle’s wavefunction can be
expanded in this position representation as | i =

P2n�1
x=0 ax |xi. The Hamiltonian

to be simulated is

H = T + V =
p2

2m
+ V (x), (7)

and the resulting unitary can be implemented using the quantum version of the
split-operator method (42,76):

U(�t) = e�i(T+V )�t ⇡ UQFTe
�iT �tU †

QFTe
�iV �t. (8)

The operators e�iV �t and e�iT �t are diagonal in the position and momentum
representations, respectively. A diagonal operator can be easily implemented be-
cause it amounts to adding a phase e�iV (x)�t to each basis state |xi. Furthermore,

4We also note the method of (21), which in our terminology is a hybrid between second- and
first-quantization methods. It associates a qubit to the occupation of each lattice site.
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it is easy on a quantum computer to switch between the position and momentum
representations of a wavefunction using the e�cient quantum Fourier transform.
Therefore, simulating a time evolution for time t involves alternately applying
e�iV �t and e�iT �t with the time steps �t chosen to be su�ciently short to secure
a desired accuracy. Finally, the scheme can be easily generalized to many parti-
cles in three dimensions: a system of B particles requires 3Bn qubits, n for each
degree of freedom.
The first-quantization method can be applied to many problems. The earliest

applications established that as few as 10-15 qubits would be needed for a proof-
of-principle demonstration of single-particle dynamics (120) (later improved to 6-
10 (15)). The method could also be used to faithfully study the chaotic dynamics
of the kicked rotor model (81). The first chemical application was the proposal
of a method for the calculation of the thermal rate constant (83) (see Sec. 3.3).
We investigated the applicability of the first-quantization method to the sim-

ulation of chemical dynamics (62). The simplest approach is to consider all the
nuclei and electrons explicitly, in which case the exact non-relativistic molecular
Hamiltonian reads

H =
X

i

p2
i

2mi

+
X

i<j

qiqj
rij

, (9)

where rij ⌘ |ri�rj | is the distance between particles i and j, which carry charges
qi and qj , respectively. As before, the split-operator method can be used to sep-
arate the unitaries that are diagonal in the position and momentum bases. Note
that a Jordan-Wigner transformation is not required; H preserves permutational
symmetry, meaning that if the initial state is properly (anti-)symmetrized (see
below), it will stay so throughout the simulation.
Since the Born-Oppenheimer approximation (BOA) has been widely used in

quantum chemistry, it might seem extravagant to explicitly simulate all the nuclei
and electrons. Nevertheless, the exact simulation is, in fact, faster than using the
BOA for reactions with more than about four atoms (62). The reason for this
is the need to evaluate the potential V (r1, . . . , rB) on the fly on the quantum
computer. In the exact case, the potential is simply the pairwise Coulomb in-
teraction; on the other hand, evaluating the complicated, many-body potential
energy surfaces that are supplied by the BOA is a much more daunting task, even
considering that one can use nuclear time-steps that are about a thousand times
longer. That is, exact simulation minimizes arithmetic, which is the bottleneck of
the quantum computation; by contrast, the bottleneck on classical computers is
the prohibitive scaling of the Hilbert space size, which is alleviated by the BOA.
In order to carry out simulations, it is important to prepare suitable initial

states. Zalka’s original paper (138) contained a very general state-preparation
scheme, later rediscovered (48, 64, 71) and improved (114). The scheme builds
the state one qubit at a time by performing a rotation (dependent on the pre-
vious qubits) that redistributes the wavefunction amplitude as desired. For
example, Gaussian wavepackets or molecular orbitals can be constructed e�-
ciently. We discussed how to combine such single-particle wavefunctions into
many-particle Slater determinants, superpositions of determinants, and mixed
states in (129). In particular, the (anti-)symmetrization algorithm of (2) was
improved and used to prepare Slater determinants necessary for chemical sim-
ulation. Furthermore, we outlined a procedure for translating states that are
prepared in second-quantization language into first-quantized wavefunctions, and
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ü O(N4) terms, N is the num- ber of single-electron basis 
functions (i.e. spin-orbitals) 

ü Coefficients are classically evaluated by a preliminary 
Hartree-Fock procedure 

ü Straightforward mapping to qubits

ü Jordan-Wigner transformation to spins
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DQS: Quantum chemstry

N = 2
6 unique 
configurations 

• Example:  MO-LCAO for H2

A. Aspuru-Guzik et al., Science, 309, 1704 (2005)

Minimal basis (STO-3G) 

|u> (odd)

|g> (even)

Due to symmetry, the 
Hamiltonian is block-
diagonal in this basis 

1 qubit for QS



DQS: Simulating hydrogen molecule
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�	���	�

��	����


J.	Du	et	al.,	Phys.	Rev.	Lett.	104,	030502	(2010)

High	Lighted	Article

We achieve a 45-bit estimation of the ground-sate energy



AQS: Quantum phase transition
Quantum spin model (Quantum magnets)

External fields Heisenberg couplings

Heisenberg isotropic, Ising, XX, XY, XYZ model 
Mapping:  A more realistic model in that it treats the spins quantum-
mechanically, by replacing the spin by a quantum operator (Pauli 
spin-1/2 matrices at spin 1/2).



Quantum phase transition (QPT)

QPT

Non-analyticity of ground level
at critical point λc

Drastic change of fundamental 
properties of the ground state (GS), 

when the parameter λ passes λc

Some low lying excited states also 
change drastically



Adiabatic quantum simulations
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I. THEORETICAL CALCULATIONS IN THE
TRANSVERSE WEN-PLAQUETTE MODEL

A. Energy levels and ground state

With periodic boundary condition, the total Hamilto-
nian of 2 by 2 lattices in the transverse Wen-Plaquette
model is

Ĥtol = �2J(�̂x

1 �̂
y

2 �̂
x

3 �̂
y

4 + �̂y

1 �̂
x

2 �̂
y

3 �̂
x

4 )� g
4X

i

�̂x

i
. (1)

In the representation of �̂x basis, its ground state is

| gi =
1p
A
[↵1|0000ix�↵2

|0101ix + |1010ixp
2

+↵3|1111ix],

where A is the normalization constant and ↵1 = J2 +
2g2 + 2g

p
g2 + J2, ↵2 =

p
2J(g +

p
g2 + J2) and ↵3 =

J2. The corresponding ground-state energy is

" = �4
p

g2 + J2. (2)

Figure 1 shows its energy-level diagram and the proba-
bility amplitudes of the ground state | gi as a function
of the four-body interaction strength J for a transverse
field (here we take g = 1). The energy-level diagram is
symmetry about J = 0 because of the symmetric trans-
verse field. When |J/g| � 1, the ground state is pro-
gressively four-fold degeneracy (the full four-fold degen-
eracy of ground state when g = 0 is partially lifted when
g 6= 0 [? ], see the subplot of Fig. 1(a)). Note that
the ground-state energy seems to be smooth due to the
scale-size e↵ect and the transverse field. For the Wen-
Plaquette model (i.e. g = 0), an actual level-crossing
in the four-spin system creates a point of nonanalyticity
of the ground state energy as a function of the control
parameter J . As theoretically predicted by X. Wen [1],
a quantum phase transition (QPT) between two di↵er-
ent topological orders (Z2A and Z2B orders) occurs at

⇤Electronic address: xhpeng@ustc.edu.cn
†Electronic address: spkou@bnu.edu.cn

J = 0. However, the transition cannot be directly ob-
served in experiment due to the level-crossing (the adi-
abatic passage will fail at the transition point). There-
fore, we turn to the transverse Wen-Plaquette model (i.e.,
g 6= 0), where a second-order QPT between one topolog-
ical order and spin-polarized state occurs at J/g = ±1 in
the thermodynamic limit [2–5]. Accordingly, these two
topological orders (Z2A and Z2B orders) are connected
by a spin-polarized state, as shown in Fig. 2 in the pa-
per. The region of spin-polarized state will become nar-
row as |g/J | decreases. When g/J ! 0, the region turns
into a point, and the ground-state transition in the Wen-
Plaquette model [1] can be asymptotically observed in
the experiment. Therefore, as long as g is small enough,
the main features of the ground state in Wen-plaquette
model persists (except for the point of J = 0). As shown
in Figure 1(b), it clearly illustrates that there are two
di↵erent types of the entangled ground states for J � 1
and J ⌧ �1.

FIG. 1: (a) Energy-level diagram of 2 by 2 lattices in the

transverse Wen-plaquette model when g = 1. (b) Probability

amplitudes (↵i/
p
A, i = 1, 2, 3.) of ground state | gi for g = 1.

B. Spin-spin correlations

The validity of the quantum simulation of the topo-
logical orders in the Wen-plaquette model on 2-by-2 lat-
tice comes from the fairly short range spin-spin corre-
lations. For the Wen-plaquette model in the exactly
solvable limit (g/J ! 0) all quasi-particles (the elec-
tric charges, magnetic vortices and fermions) have flat
bands. In other words, the quasi-particles cannot move
at all. Such perfect localization of quasi-particles leads to

for J > 0 have different quantum orders [13]. Adding a
transverse field, we obtain the transverse Wen-plaquette
model Ĥtol in Eq. (2) for the finite system, where the
degeneracy is partly lifted [15]. For the case g > 0, the
nondegenerate ground state is

jψgi ≈

8
<

:

jψZ2Bi ¼ jϕþi13jϕþi24; J ≪ −g < 0
jψSPi ¼ jþþþþi; J ¼ 0
jψZ2Ai ¼ jψþi13jψþi24; J ≫ g > 0.

ð4Þ

Here jϕþi ¼ ð1=
ffiffiffi
2

p
Þðj00iþ j11iÞ, jψþi ¼ ð1=

ffiffiffi
2

p
Þðj01iþ

j10iÞ, and jþi ¼ ð1=
ffiffiffi
2

p
Þðj0iþ j1iÞ. The energy-level

diagram and the ground state are given in the
Supplemental Material [30]. Equation (4) shows that both
topological orders are symmetric and possess bipartite
entanglement, while the spin-polarized (SP) state jψSPi
is a product state without entanglement.
The physical four-qubit system we used in the experi-

ments consists of the nuclear spins in iodotrifluroethylene
(C2F3I) molecules with one 13C and three 19F nuclei.
Figures 3(a) and 3(b) show its molecular structure and
relevant properties [30]. The natural Hamiltonian of this
system in the doubly rotating frame is

ĤNMR ¼
X4

i¼1

ωi

2
σ̂zi þ

X4

i<j;¼1

πJij
2

σ̂zi σ̂
z
j; ð5Þ

where ωi represents the chemical shift of spin i and Jij is
the coupling constant. The experiments were carried out on

a Bruker AV-400 spectrometer (9.4T) at room temperature
T ¼ 300 K. The temperature fluctuation was controlled to
< 0.1 K, which results in a frequency stability within 1 Hz.
Figure 3(c) shows the quantum circuit for the experiment,
which can be divided into three steps: (i) preparation of the
initial ground state of the Hamiltonian Ĥtol½Jð0Þ& for a given
transverse field g, (ii) adiabatic simulation of Ĥtol½JðtÞ& by
changing the control parameter J from Jð0Þ to JðTÞ, and
(iii) detection of the resulting state.
To prepare the system in the ground state, we used the

technique of pseudopure states (PPS): ρ̂ψ ¼ (ð1 − ϵÞ=
16)Iþ ϵjψihψ j, with I representing the 16× 16identity
operator and ϵ ≈ 10−5 the polarization. Starting from the
thermal state, we prepared the PPS ρ̂0000 by line-selective
pulses [35]. The experimental fidelity of ρ̂0000 defined by

jTrðρ̂thρ̂exptÞj=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Trðρ̂2thÞTrðρ̂2exptÞ

q
was around 97.7%. Then

we obtained the initial ground state ρ̂ψg
of Ĥtol½Jð0Þ& by a

unitary operator realized by the gradient ascent pulse
engineering (GRAPE) pulse [36] with a duration of 6 ms.
To observe the ground-state transition, we implemented

an adiabatic transfer from Ĥtol½Jð0Þ& to Ĥtol½JðTÞ& [37]. The
sweep control parameter JðtÞ was numerically optimized
and implemented as a discretized scan with M steps,

Ûad ¼
YM

m¼1

Ûm½Jm& ¼
YM

m¼1

e−iĤtol½Jm&τ; ð6Þ

where the duration of each step is τ ¼ T=M. The adiabatic
limit corresponds to T;M → ∞; τ → 0. UsingM ¼ 31, the
optimized sweep reaches a theoretical fidelity > 99.5% of
the final state with respect to the true ground state. For each
step of the adiabatic passage, we designed the NMR pulse
sequence to create an effective Hamiltonian, i.e., Ĥtol½Jm&
(see the Supplemental Material [30]).
In the experiment, we employed the Wilson loop

[16,17,38] to detect the transition between two different
topological orders. The effective theory of topological
orders is a Z2 gauge theory and the observables must be
gauge invariant quantities. The Wilson loop operator is
gauge invariant and can be a nonlocal order parameter. It is
defined as ŴðCÞ ¼

Q
Cσ̂

αi
i , where the product

Q
C is over

all sites on the closed string C, αi ¼ y if i is even, and
αi ¼ x if i is odd [29]. For the 2 × 2 lattice system, this
corresponds to ŴðCÞ ¼ σ̂x1σ̂

y
2σ̂

x
3σ̂

y
4. The experimental

results of hŴðCÞi can be obtained by recording the carbon
spectra after a readout pulse ½π=2Þ&F1

x ½π=2&F2
ȳ ½π=2&F3

x .
Figure 4(a) shows the resulting data for three sets of
experiments with g ¼ 1, g ¼ 5, g ¼ 20, and J varying
from −20 to 20. When jJ=gj ≫ 1, hŴðCÞi is close to '1,
corresponding to Z2A or Z2B topological order. The results
shown in Fig. 4(a) verify that the transition region becomes
narrower and sharper as g decreases. In the absence of the
transverse field, g → 0, the ground state makes a sudden
transition at J ¼ 0 from Z2B to Z2A topological order. This

(a) Iodotrifluoroethyene (b)

(c)

FIG. 3 (color online). (a) Molecular structure of iodotriflur-
oehtylene. One 13C and three 19F nuclei are used as a four-qubit
quantum simulator. (b) Relevant parameters measured at
T ¼ 300 K. The diagonal and nondiagonal elements represent
the chemical shifts and the coupling constants in units of hertz,
respectively. The measured spin-lattice relaxation times T1 are
21 s for 13C and 12.5 s for 19F. (c) Quantum circuit for observing
the topological-order transition in the Wen-plaquette model. X
and Ȳ represent π=2 rotations of single qubits around the x and
−y axes, respectively.
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for J > 0 have different quantum orders [13]. Adding a
transverse field, we obtain the transverse Wen-plaquette
model Ĥtol in Eq. (2) for the finite system, where the
degeneracy is partly lifted [15]. For the case g > 0, the
nondegenerate ground state is
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is a product state without entanglement.
The physical four-qubit system we used in the experi-

ments consists of the nuclear spins in iodotrifluroethylene
(C2F3I) molecules with one 13C and three 19F nuclei.
Figures 3(a) and 3(b) show its molecular structure and
relevant properties [30]. The natural Hamiltonian of this
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where ωi represents the chemical shift of spin i and Jij is
the coupling constant. The experiments were carried out on

a Bruker AV-400 spectrometer (9.4T) at room temperature
T ¼ 300 K. The temperature fluctuation was controlled to
< 0.1 K, which results in a frequency stability within 1 Hz.
Figure 3(c) shows the quantum circuit for the experiment,
which can be divided into three steps: (i) preparation of the
initial ground state of the Hamiltonian Ĥtol½Jð0Þ& for a given
transverse field g, (ii) adiabatic simulation of Ĥtol½JðtÞ& by
changing the control parameter J from Jð0Þ to JðTÞ, and
(iii) detection of the resulting state.
To prepare the system in the ground state, we used the

technique of pseudopure states (PPS): ρ̂ψ ¼ (ð1 − ϵÞ=
16)Iþ ϵjψihψ j, with I representing the 16× 16identity
operator and ϵ ≈ 10−5 the polarization. Starting from the
thermal state, we prepared the PPS ρ̂0000 by line-selective
pulses [35]. The experimental fidelity of ρ̂0000 defined by

jTrðρ̂thρ̂exptÞj=
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was around 97.7%. Then

we obtained the initial ground state ρ̂ψg
of Ĥtol½Jð0Þ& by a

unitary operator realized by the gradient ascent pulse
engineering (GRAPE) pulse [36] with a duration of 6 ms.
To observe the ground-state transition, we implemented

an adiabatic transfer from Ĥtol½Jð0Þ& to Ĥtol½JðTÞ& [37]. The
sweep control parameter JðtÞ was numerically optimized
and implemented as a discretized scan with M steps,

Ûad ¼
YM
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Ûm½Jm& ¼
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where the duration of each step is τ ¼ T=M. The adiabatic
limit corresponds to T;M → ∞; τ → 0. UsingM ¼ 31, the
optimized sweep reaches a theoretical fidelity > 99.5% of
the final state with respect to the true ground state. For each
step of the adiabatic passage, we designed the NMR pulse
sequence to create an effective Hamiltonian, i.e., Ĥtol½Jm&
(see the Supplemental Material [30]).
In the experiment, we employed the Wilson loop

[16,17,38] to detect the transition between two different
topological orders. The effective theory of topological
orders is a Z2 gauge theory and the observables must be
gauge invariant quantities. The Wilson loop operator is
gauge invariant and can be a nonlocal order parameter. It is
defined as ŴðCÞ ¼

Q
Cσ̂

αi
i , where the product

Q
C is over

all sites on the closed string C, αi ¼ y if i is even, and
αi ¼ x if i is odd [29]. For the 2 × 2 lattice system, this
corresponds to ŴðCÞ ¼ σ̂x1σ̂
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results of hŴðCÞi can be obtained by recording the carbon
spectra after a readout pulse ½π=2Þ&F1
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Figure 4(a) shows the resulting data for three sets of
experiments with g ¼ 1, g ¼ 5, g ¼ 20, and J varying
from −20 to 20. When jJ=gj ≫ 1, hŴðCÞi is close to '1,
corresponding to Z2A or Z2B topological order. The results
shown in Fig. 4(a) verify that the transition region becomes
narrower and sharper as g decreases. In the absence of the
transverse field, g → 0, the ground state makes a sudden
transition at J ¼ 0 from Z2B to Z2A topological order. This
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FIG. 3 (color online). (a) Molecular structure of iodotriflur-
oehtylene. One 13C and three 19F nuclei are used as a four-qubit
quantum simulator. (b) Relevant parameters measured at
T ¼ 300 K. The diagonal and nondiagonal elements represent
the chemical shifts and the coupling constants in units of hertz,
respectively. The measured spin-lattice relaxation times T1 are
21 s for 13C and 12.5 s for 19F. (c) Quantum circuit for observing
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Adiabatic quantum simulations
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Our experiments for many-body systems on QPT: 

Three-body 
interaction
New kind of 
QPT

First exp. 
Adiabatic QS

Four-body 
interaction
Topological QPT

32-spin QPT
Compressed QS

X. Peng et al., Phys. Rev. A 72, 052109 (2005)
X. Peng et al., Phys. Rev. Lett. 103, 140501 (2009)
X. Peng et al., Phys. Rev. Lett. 113, 080404 (2014)
Z. Li, et al., Phys. Rev. Lett. 112, 220501 (2014)21



Recent work1: Detecting topological 
quantum phase transition 



Exotic quantum many-body physics
New Physics: Topological orders (new quantum orders)

Kitaev’s toric code model

H = −J F̂
i

i

∑ ,

F̂
i
=σ

i

xσ
i+êx

y σ
i+êx+êy

x σ
i+êy

y

Wen-plaquette model

Z2 topological orders 

Topologic orders = pattern of quantum entanglements
A. Kitaev, Ann. Phys. 303, 2 (2003)� X. G. Wen, PRL. 90, 016803 (2003) 



Experiments?

Difficult to realize topological orders directly in real systems
Great Challenge in experimental study for TOs:

Quantum computers provide an alternative way to 
investigate TOs in experiments (artificial states of matter). 

Quantum simulation A possible solution: 

Most previous experiments for the toric-code model: 
Photon systems [Nature 482, 489-494 (2012), PRL 102, 030502 

(2009), New. J. Phys 11, 083010 (2009)]
NMR systems [PRA 88, 022305 (2013); New J. Phys. 18, 043043 

(2016)] 
State-based approaches, rather than attempting to realize the 

Hamiltonian



Hamiltonian Engineering
l Quantum Control Model

� Lloyd�s method

S. Lloyd. Universal Quantum Simulators. Science, 273(5278):1073–1078, 1996.

Trotter-Suzuki formula

the number of operations Polynomial scaling



Hamiltonian Engineering
Many-body interactions
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Simulated Physical

3

FIG. 3: (a) Adiabatic four-body-interaction sweep J(t). The

solid line was calculated for constant adiabaticity parameter

[see Eq. (5)] for a transverse field g = 1. The 5 points

represent the M = 31 interpolations on the solid line for the

discretized scan. (b) Numerical simulation of the minimum

fidelities during the adiabatic passage vs. the number of steps.

C. Experimental Hamiltonian Simulation of the
transverse Wen-plaquette model

Using Trotter’s formula, the target Hamiltonian (the
transverse Wen-plaquette model in Eq. (1)) can be cre-
ated as an average Hamiltonian by concatenating evolu-
tions with short periods

e�iĤtol⌧ = e�iĤx⌧/2e�iĤ
4
Wen⌧e�iĤx⌧/2 +O(⌧3),

where Ĥx = �g
P4

j=1 �̂
j

x
and Ĥ4
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= �2J(�̂x
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4 +
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x

2 �̂
y

3 �̂
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4 ). This expansion faithfully represents the tar-
geted evolution provided the duration ⌧ is kept su�-
ciently short. Due to [�̂x
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4 ] = 0,
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·X̄1Ȳ2X̄3Ȳ4e
�i2J�̂z
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4⌧X1Y2X3Y4.

Here the many-body interaction can be simulated by a
combination of two-body interactions and RF pulses [11,
12]:

e�i2J�1
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2
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4
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Fig.4 shows the pulse sequences for simulating the
transverse Wen-plaquette model of Eq. (1). The sim-
ulation method is in principle e�cient as long as the de-
coherence time is long enough.

In order to overcome the accumulated pulse errors and
the decoherence, we packed the adiabatic passage for each
J(m) (m = 0, 1, 2, ...,M�1) into one shaped pulse calcu-
lated by the gradient ascent pulse engineering (GRAPE)
method [13], with the length of each pulse being 30 ms.
All the pulses have theoretical delities over 0.995, and are
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FIG. 4: Pulse sequences for (a) simulating the transverse

Wen-plaquette model of Eq. (1), and (b) four-body inter-

action, i.e., �̂1
z �̂

2
z �̂

3
z �̂

4
z , where ⌧1 = 1/4J34, ⌧2 = 1/4J12, ⌧3 =

2J⌧/⇡J13, ✓0 = �g⌧, ✓1 = �!1/J34, ✓2 = �4!2J⌧/⇡J13 and

✓3 = !4/J12 + 4!4J⌧/⇡J13.

designed to be robust against the inhomogeneity of radio-
frequency pulses in the experiments. As an example, we
show a GRAPE pulse in Fig. 5.

III. EXPERIMENTAL RESULTS AND
ANALYSIS

A. Experimental Spectra

Figure 6 shows the experimental 13C spectra for equi-
librium state after a reading-out pulse [⇡2 ]

13
C

x
(a), mea-

suring the Wilson-loop operator hŴ (C)i (i.e., after the
reading-out pulse [⇡2 ]

F1
x
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C. Experimental Hamiltonian Simulation of the
transverse Wen-plaquette model
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Fig.4 shows the pulse sequences for simulating the
transverse Wen-plaquette model of Eq. (1). The sim-
ulation method is in principle e�cient as long as the de-
coherence time is long enough.

In order to overcome the accumulated pulse errors and
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All the pulses have theoretical delities over 0.995, and are

FIG. 4: Pulse sequences for (a) simulating the transverse

Wen-plaquette model of Eq. (1), and (b) four-body inter-

action, i.e., �̂1
z �̂

2
z �̂

3
z �̂

4
z , where ⌧1 = 1/4J34, ⌧2 = 1/4J12, ⌧3 =

2J⌧/⇡J13, ✓0 = �g⌧, ✓1 = �!1/J34, ✓2 = �4!2J⌧/⇡J13 and

✓3 = !4/J12 + 4!4J⌧/⇡J13.

designed to be robust against the inhomogeneity of radio-
frequency pulses in the experiments. As an example, we
show a GRAPE pulse in Fig. 5.

III. EXPERIMENTAL RESULTS AND
ANALYSIS

A. Experimental Spectra

Figure 6 shows the experimental 13C spectra for equi-
librium state after a reading-out pulse [⇡2 ]

13
C

x
(a), mea-

suring the Wilson-loop operator hŴ (C)i (i.e., after the
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Phase diagram
Transverse Wen-plaquette model

The transition region  
depends on the value of 
|J/g|: 
• The transition
becomes narrower and 
sharper as g decreases.
• When g è0, 
Z2B èZ2A topological 
order @ J = 0.

Analogy quantum simulation



Experiment for TQPT

Adiabatic quantum 
simulation with the 
background of four-body 
Wen-plaquette spin model

Wen-plaquette model

for J > 0 have different quantum orders [13]. Adding a
transverse field, we obtain the transverse Wen-plaquette
model Ĥtol in Eq. (2) for the finite system, where the
degeneracy is partly lifted [15]. For the case g > 0, the
nondegenerate ground state is

jψgi ≈

8
<

:

jψZ2Bi ¼ jϕþi13jϕþi24; J ≪ −g < 0
jψSPi ¼ jþþþþi; J ¼ 0
jψZ2Ai ¼ jψþi13jψþi24; J ≫ g > 0.

ð4Þ

Here jϕþi ¼ ð1=
ffiffiffi
2

p
Þðj00iþ j11iÞ, jψþi ¼ ð1=

ffiffiffi
2

p
Þðj01iþ

j10iÞ, and jþi ¼ ð1=
ffiffiffi
2

p
Þðj0iþ j1iÞ. The energy-level

diagram and the ground state are given in the
Supplemental Material [30]. Equation (4) shows that both
topological orders are symmetric and possess bipartite
entanglement, while the spin-polarized (SP) state jψSPi
is a product state without entanglement.
The physical four-qubit system we used in the experi-

ments consists of the nuclear spins in iodotrifluroethylene
(C2F3I) molecules with one 13C and three 19F nuclei.
Figures 3(a) and 3(b) show its molecular structure and
relevant properties [30]. The natural Hamiltonian of this
system in the doubly rotating frame is

ĤNMR ¼
X4

i¼1

ωi

2
σ̂zi þ

X4

i<j;¼1

πJij
2

σ̂zi σ̂
z
j; ð5Þ

where ωi represents the chemical shift of spin i and Jij is
the coupling constant. The experiments were carried out on

a Bruker AV-400 spectrometer (9.4T) at room temperature
T ¼ 300 K. The temperature fluctuation was controlled to
< 0.1 K, which results in a frequency stability within 1 Hz.
Figure 3(c) shows the quantum circuit for the experiment,
which can be divided into three steps: (i) preparation of the
initial ground state of the Hamiltonian Ĥtol½Jð0Þ& for a given
transverse field g, (ii) adiabatic simulation of Ĥtol½JðtÞ& by
changing the control parameter J from Jð0Þ to JðTÞ, and
(iii) detection of the resulting state.
To prepare the system in the ground state, we used the

technique of pseudopure states (PPS): ρ̂ψ ¼ (ð1 − ϵÞ=
16)Iþ ϵjψihψ j, with I representing the 16× 16identity
operator and ϵ ≈ 10−5 the polarization. Starting from the
thermal state, we prepared the PPS ρ̂0000 by line-selective
pulses [35]. The experimental fidelity of ρ̂0000 defined by

jTrðρ̂thρ̂exptÞj=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Trðρ̂2thÞTrðρ̂2exptÞ

q
was around 97.7%. Then

we obtained the initial ground state ρ̂ψg
of Ĥtol½Jð0Þ& by a

unitary operator realized by the gradient ascent pulse
engineering (GRAPE) pulse [36] with a duration of 6 ms.
To observe the ground-state transition, we implemented

an adiabatic transfer from Ĥtol½Jð0Þ& to Ĥtol½JðTÞ& [37]. The
sweep control parameter JðtÞ was numerically optimized
and implemented as a discretized scan with M steps,

Ûad ¼
YM

m¼1

Ûm½Jm& ¼
YM

m¼1

e−iĤtol½Jm&τ; ð6Þ

where the duration of each step is τ ¼ T=M. The adiabatic
limit corresponds to T;M → ∞; τ → 0. UsingM ¼ 31, the
optimized sweep reaches a theoretical fidelity > 99.5% of
the final state with respect to the true ground state. For each
step of the adiabatic passage, we designed the NMR pulse
sequence to create an effective Hamiltonian, i.e., Ĥtol½Jm&
(see the Supplemental Material [30]).
In the experiment, we employed the Wilson loop

[16,17,38] to detect the transition between two different
topological orders. The effective theory of topological
orders is a Z2 gauge theory and the observables must be
gauge invariant quantities. The Wilson loop operator is
gauge invariant and can be a nonlocal order parameter. It is
defined as ŴðCÞ ¼

Q
Cσ̂

αi
i , where the product

Q
C is over

all sites on the closed string C, αi ¼ y if i is even, and
αi ¼ x if i is odd [29]. For the 2 × 2 lattice system, this
corresponds to ŴðCÞ ¼ σ̂x1σ̂

y
2σ̂

x
3σ̂

y
4. The experimental

results of hŴðCÞi can be obtained by recording the carbon
spectra after a readout pulse ½π=2Þ&F1

x ½π=2&F2
ȳ ½π=2&F3

x .
Figure 4(a) shows the resulting data for three sets of
experiments with g ¼ 1, g ¼ 5, g ¼ 20, and J varying
from −20 to 20. When jJ=gj ≫ 1, hŴðCÞi is close to '1,
corresponding to Z2A or Z2B topological order. The results
shown in Fig. 4(a) verify that the transition region becomes
narrower and sharper as g decreases. In the absence of the
transverse field, g → 0, the ground state makes a sudden
transition at J ¼ 0 from Z2B to Z2A topological order. This

(a) Iodotrifluoroethyene (b)

(c)

FIG. 3 (color online). (a) Molecular structure of iodotriflur-
oehtylene. One 13C and three 19F nuclei are used as a four-qubit
quantum simulator. (b) Relevant parameters measured at
T ¼ 300 K. The diagonal and nondiagonal elements represent
the chemical shifts and the coupling constants in units of hertz,
respectively. The measured spin-lattice relaxation times T1 are
21 s for 13C and 12.5 s for 19F. (c) Quantum circuit for observing
the topological-order transition in the Wen-plaquette model. X
and Ȳ represent π=2 rotations of single qubits around the x and
−y axes, respectively.
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Recent work2: Identifying Z2 
topological order and its breakdown



Characterizing Topological orders

old question è new objects

Landau's theory

“short-range entanglement" “long-range entanglement".

Topologically ordered states
Direct-product states

Symmetry

Quantum many-body states

? 

an especially challenging task! 

How to classify different topological orders (TOs)?

One of the most important questions in condensed matter 
physics is the description and the classification of different 
phases of matter.



Characterizing topological order
Topological order characterization

Theoretical and 
numerical study of 

ground state properties

Degeneracy Entanglement 
entropy

Modular 
transformations

one-to-one 
(complete)

One-to-many 
(non-unique)

One-to-many
(complex, non-unique)

How to identify the topological phase uniquely 
and purely by experimental means ? 



Modular Matrices

self-statistics of all anyonsbraiding and fusion of two anyons
(multual statistics)

• Non-Abelian geometric phases of degenerate ground state
• All the information of quasiparticles statistics and their fusion 
• A complete and one-to-one description of TOs
• Non-local order parameter



TOs and modular matrices

Z2 toric code

Doubled semion

Doubled
Fibonacci

Diagonal T matrix: 
self-statistics of all 
anyons

S matrix:  braiding 
and fusion of two 
anyons



Measure modular matrices?

R. Somma et al.,Phys. Rev. A, 65, 042323, (2002)

A solution:  Interferometry method

Obtain elements of S/T matrices in standard basis

φi
std = S+U ψ0 , φ j

std =V ψ0



Experimental scheme
Experimental TO characterization

Experimental 
measurements of 

modular transformations

Initialization S, T operations
measurement and 
data processing

Interferometry
Gram–Schmidt 
procedure 

Random adiabatic 
evolutions

Permuting the lattice 
sites (SWAP)

Generate a set of 
linearly independent 
ground states
Hamiltonian-dependent

Polynomial gate 
complexity Scalable

Without QST! 
Without a prior 
state information! 

Efficient quantum network!



Initialization

• Random adiabatic method

s(t) : 0→1

Different

ψ rd → ci
i=1

4

∑ ψg
iWithout the information of 

string operators 

How to prepare a set of linearly independent 
states in the degenerated ground-state subspace? 



Initialization
• Check                                            are linearly independent

is the readout error in the experiment)

……



S, T operations

S : 90 rotation T:  Dehn twist

How to physically realize the S, T operations? 
Example:  A 2x2 torus Symmetry of the Hamiltonian 



S, T operations

S:

T:

polynomial SWAP gates!

A NxN square lattice of Kitaev toric code model

a series of permutations with length 4 and N



Measurement

Note that the S and T matrices obtained in the random basis are 
not in their standard forms.

Efficient! 

Interferometry method

How to experimentally measure the elements of S, T? 



Data processing

• Standard basis: diagonalize the T matrix.
Recovering procedure

random basis standard basisorthogonal basis

Constructing orthogonal basis

Measured
Recovering standard basis: Optimize, diagonalize and transform

How to recover the representation of S, T in the standard basis? 



NMR Quantum simulator

Kitaev toric code model

1-bromo-2,4,5-trifluorobenzene

Physical system

F1+H1+H2+H3



Step 1. State preparation
Experimental measure 

h = 0



Step 2. Measuring S/T matrices
Experimental S, T matrices in randomly generated linearly 
independent ground states  (h = 0)



Step 3. Recovering standard S/T
Z2 toric code order



What’s more: Robustness
• A pertured model: Detuning and disordered Hamiltonian: 

disordered detuning 

• Detuning the system from the Kitaev soluble point

A small enough but finite detuning 

• preserve the topological nature of the phase while introducing a 

finite correlation length 

• Phase transition: robustness of this approach / topological phase

• A small inhomogeneity: break all accidental translation symmetries to 

mimic more realistic situations



Phase transition

Z. Luo et al., Nature Physics 14, 160 (2018)



Phase transition

Z. Luo et al., Nature Physics 14, 160 (2018)



Recent work3: Measuring out-of-
time correlation



Black holes 
scrambles quantum 
information as soon 
as possible. 
Fastest scrambler in 
nature

Scrambling is 
intimately 
related to 
chaos

Information not lost, 
but scrambled

Spread over many-
body degrees of 
freedom 
(entanglement)



Out-of-Time-Order Correlation

Normal correlation (accessible)

Out-of-time-order correlation (OTOC)

H:  an interacting many-body Hamiltonian
W(0) and V(0):  two commuting operators

`scrambling' of quantum information
inaccessible to any reasonable local measurement 



Experimental scheme

theoretical result. If a quantum system is exactly holo-
graphic dual to a black hole, its Lyapunov exponent will
saturate the bound; and a more nontrivial speculation is that
if the Lyapunov exponent of a quantum system saturates the
bound, it will possess a holographic dual to a gravity model
with a black hole. A concrete quantum mechanics model,
now known as the Sachdev-Ye-Kitaev model, has been
shown to fulfill this conjecture [2,7,8]. This establishes a
profound connection between the existence of holographic
duality and the chaotic behavior in many-body quantum
systems [9].
Recent studies also reveal that the OTOC can be applied

to study physical properties beyond chaotic systems. The
decay of the OTOC is closely related to the delocalization
of information and implies the information-theoretic def-
inition of scrambling. In the high- temperature limit (i.e.,
β ¼ 0), a connection between the OTOC and the growth of
entanglement entropy in quantum many-body systems has
also been discovered quite recently [10,11]. The OTOC can
also characterize many-body localized phases, which are
not even thermalized [10,12–15].
Despite the significance of the OTOC revealed by recent

theories, experimental measurement of the OTOC remains
challenging. First of all, unlike the normal time-ordered
correlators, the OTOC cannot be related to conventional
spectroscopy measurements, such as angle-resolved photo-
emission spectroscopy (ARPES) and neutron scattering,
through the linear response theory. Secondly, direct simu-
lation of this correlator requires the backward evolution in
time, that is, the ability to completely reverse the
Hamiltonian, which is extremely challenging. One exper-
imental approach closely related to time reversal of quantum
systems is the echo technique [16], and the echo has been
studied extensively for both noninteracting particle systems
and many-body systems to characterize the stability
of quantum evolution in the presence of perturbations
[17–19], and the physics is already quite close to OTOC.
Recently it has been proposed that the OTOC can be
measured using echo techniques [20]. In addition, there also
exists several other theoretical proposals based on the
interferometric approaches [21–23]. However, none of them
have been experimentally implemented thus far.
Here, we adopt a different approach to measure the

OTOC. To make our approach work, some extent of “local
control” is required. A universal quantum computer fulfills
this need by having “full local control” of the system—that
is, a universal set of local evolutions can be realized, and
this set of local evolutions can build up any unitary
evolution of the many-body system, both forward and
backward evolution in time. That is to say, we use a
quantum computer to perform the measurement of the
OTOC. In fact, historically, one of the key motivations to
develop quantum computers is to simulate the dynamics of
many-body quantum systems [24], and quantum simulation
of many-body dynamics has been theoretically shown to be

efficient with practical algorithms proposed [25]. Here, the
quantum computer we use is liquid-state nuclear magnetic
resonance (NMR) with molecules. In this work, we report
measurements of OTOCs on a NMR quantum simulator.
We stress that, on one hand, our approach is universal and
can be applied to any system that has full local quantum
control, including a superconducting qubit and trapped ion;
on the other hand, this experiment is currently limited to a
small size not because of our scheme but because of the
scalability issue of the quantum computer.

II. NMR QUANTUM SIMULATION OF THE OTOC

The system we simulate is an Ising spin chain model,
whose Hamiltonian is written as

Ĥ ¼
X

i

ð−σ̂zi σ̂ziþ 1 þ gσ̂xi þ hσ̂zi Þ; ð2Þ

where σ̂x;y;zi are Pauli matrices on the i site. The parameter
values g ¼ 1, h ¼ 0 correspond to the traverse field Ising
model, where the system is integrable. The system is
nonintegrable whenever both g and h are nonzero. We
simulate the dynamics governed by the system Hamiltonian
Ĥ , and measure the OTOCs of operators that are initially
acting on different local sites. The time dynamics of the
OTOCs are observed, from which entanglement entropy of
the system and butterfly velocities of the chaotic systems
are extracted.

A. Physical system

The physical system to perform the quantum simulation
is the ensemble of nuclear spins provided by iodotrifluro-
ethylene (C2F3I), which is dissolved in d chloroform; see
Fig. 1(a) for the sample’s molecular structure. For this

(a) (b)

(c)

FIG. 1. Illustration of the physical system, the Ising model, and
the experimental scheme. (a) The structure of the C2F3I molecule
used for the NMR simulation. (b) The four site Ising spin chain.
A and B label two subsystems for the later discussion of the
entanglement entropy. (c) Quantum circuit for measuring the
OTOC for the general N-site Ising chain when β ¼ 0 (in our case,
N ¼ 4). Here, R̂ ¼ 1, R̂xð−π=2Þ, R̂yðπ=2Þ for Â ¼ σ̂z1, σ̂

y
1, σ̂

x
1,

respectively.
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theoretical result. If a quantum system is exactly holo-
graphic dual to a black hole, its Lyapunov exponent will
saturate the bound; and a more nontrivial speculation is that
if the Lyapunov exponent of a quantum system saturates the
bound, it will possess a holographic dual to a gravity model
with a black hole. A concrete quantum mechanics model,
now known as the Sachdev-Ye-Kitaev model, has been
shown to fulfill this conjecture [2,7,8]. This establishes a
profound connection between the existence of holographic
duality and the chaotic behavior in many-body quantum
systems [9].
Recent studies also reveal that the OTOC can be applied

to study physical properties beyond chaotic systems. The
decay of the OTOC is closely related to the delocalization
of information and implies the information-theoretic def-
inition of scrambling. In the high- temperature limit (i.e.,
β ¼ 0), a connection between the OTOC and the growth of
entanglement entropy in quantum many-body systems has
also been discovered quite recently [10,11]. The OTOC can
also characterize many-body localized phases, which are
not even thermalized [10,12–15].
Despite the significance of the OTOC revealed by recent

theories, experimental measurement of the OTOC remains
challenging. First of all, unlike the normal time-ordered
correlators, the OTOC cannot be related to conventional
spectroscopy measurements, such as angle-resolved photo-
emission spectroscopy (ARPES) and neutron scattering,
through the linear response theory. Secondly, direct simu-
lation of this correlator requires the backward evolution in
time, that is, the ability to completely reverse the
Hamiltonian, which is extremely challenging. One exper-
imental approach closely related to time reversal of quantum
systems is the echo technique [16], and the echo has been
studied extensively for both noninteracting particle systems
and many-body systems to characterize the stability
of quantum evolution in the presence of perturbations
[17–19], and the physics is already quite close to OTOC.
Recently it has been proposed that the OTOC can be
measured using echo techniques [20]. In addition, there also
exists several other theoretical proposals based on the
interferometric approaches [21–23]. However, none of them
have been experimentally implemented thus far.
Here, we adopt a different approach to measure the

OTOC. To make our approach work, some extent of “local
control” is required. A universal quantum computer fulfills
this need by having “full local control” of the system—that
is, a universal set of local evolutions can be realized, and
this set of local evolutions can build up any unitary
evolution of the many-body system, both forward and
backward evolution in time. That is to say, we use a
quantum computer to perform the measurement of the
OTOC. In fact, historically, one of the key motivations to
develop quantum computers is to simulate the dynamics of
many-body quantum systems [24], and quantum simulation
of many-body dynamics has been theoretically shown to be

efficient with practical algorithms proposed [25]. Here, the
quantum computer we use is liquid-state nuclear magnetic
resonance (NMR) with molecules. In this work, we report
measurements of OTOCs on a NMR quantum simulator.
We stress that, on one hand, our approach is universal and
can be applied to any system that has full local quantum
control, including a superconducting qubit and trapped ion;
on the other hand, this experiment is currently limited to a
small size not because of our scheme but because of the
scalability issue of the quantum computer.

II. NMR QUANTUM SIMULATION OF THE OTOC

The system we simulate is an Ising spin chain model,
whose Hamiltonian is written as

Ĥ ¼
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where σ̂x;y;zi are Pauli matrices on the i site. The parameter
values g ¼ 1, h ¼ 0 correspond to the traverse field Ising
model, where the system is integrable. The system is
nonintegrable whenever both g and h are nonzero. We
simulate the dynamics governed by the system Hamiltonian
Ĥ , and measure the OTOCs of operators that are initially
acting on different local sites. The time dynamics of the
OTOCs are observed, from which entanglement entropy of
the system and butterfly velocities of the chaotic systems
are extracted.

A. Physical system

The physical system to perform the quantum simulation
is the ensemble of nuclear spins provided by iodotrifluro-
ethylene (C2F3I), which is dissolved in d chloroform; see
Fig. 1(a) for the sample’s molecular structure. For this
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used for the NMR simulation. (b) The four site Ising spin chain.
A and B label two subsystems for the later discussion of the
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molecule, the 13C nucleus and the three 19F nuclei (19F1,
19F2, and 19F3) constitute a four-qubit quantum simulator.
Each nucleus corresponds to a spin site of the Ising chain,
as shown in Fig. 1(b). In experiment, the sample is placed in
a static magnetic field along the ẑ direction, resulting in the
following form of the system Hamiltonian,

ĤNMR ¼ −
X4

i¼1

ω0i

2
σ̂zi þ

X4

i<j;¼1

πJij
2

σ̂zi σ̂
z
j; ð3Þ

where ω0i=2π is the Larmor frequency of spin i and Jij is
the coupling strength between spins i and j. The values of
these system parameters are given in Appendix A. The
system is controlled by radio-frequency (rf) pulses, and the
corresponding control Hamiltonian is

ĤrfðtÞ ¼ −ω1ðtÞfcos½ϕðtÞ&σ̂xi þ sin½ϕðtÞ&σ̂yi g; ð4Þ

where ω1ðtÞ and ϕðtÞ denote the amplitude and the
emission phase of the rf field, respectively. The control
pulse shape can be elaborately monitored to realize the
desired dynamic evolution. Actually, complete controllabil-
ity of such a system has been demonstrated [26], which
guarantees that arbitrary system evolution can be imple-
mented on it. Our experiments are carried out on a Bruker
AV 400 MHz spectrometer (9.4 T) at tempera-
ture T ¼ 305 K.

B. Experimental procedure

As schematically illustrated in Fig. 1(c), here we focus
on the β¼ 0 case, and measuring the OTOC mainly
consists of the following parts.
1. Initial state preparation. This step aims at preparing an

initial state with density matrix ρ̂i ∝ Â ¼ σ̂α1 , α ¼ x, y, or z.
1.1. The natural system is originally in the thermal

equilibrium state ρ̂eq populated according to the Boltzmann
distribution. In the high-temperature approximation,
ρ̂eq ≈ 1=24ð1þ

P
4
i¼1 ϵiσ̂

z
i Þ, where 1 is the identity and

ϵi ∼ 10−5 denotes the equilibrium polarization of spin i.
Because there is no observable and unitary dynamical effect
on 1, effectively we write ρ̂eq ¼

P
4
i¼1 ϵiσ̂

z
i .

1.2.We engineer the system from ρ̂eq into ρ̂0 ¼ σz1. This is
accomplished in two steps: first we remove the polarizations
of the spins except for that of F2 by using selective saturation
pulses, and then we transfer the polarization from F2 to 13C.
Details of the method are described in Appendix B.
1.3. For the initial state ρ̂0 with α ¼ x, y, we need to

further rotate the spin at site 1 by a π=2 pulse around the y
or −x axes, respectively.
2. Implementation of unitary evolution of ÛðtÞ ¼

eiĤtB̂e−iĤt. The key point is that according to the Trotter
formula [25], the time evolution e−iĤt of the Ising spin
chain of Eq. (2) can be approximately simulated through
the decomposition

e−iĤm τ ≈ ðe−iĤxτ=2e−iĤzτ=2e−iĤzzτe−iĤzτ=2e−iĤxτ=2Þm ð5Þ

for small enough τ. Here, the dynamics is divided into m
pieces with t ¼ m τ, and

Ĥx ¼
X

i

gσ̂xi ; ð6aÞ

Ĥz ¼
X

i

hσ̂zi ; ð6bÞ

Ĥzz ¼
X

i

−σ̂zi σ̂ziþ1: ð6cÞ

Each propagator inside the bracket of Eq. (5) corresponds
to either single-spin operation or coupled two-spin oper-
ation, and can be implemented through manipulating ĤNMR

with rf control Ĥrf : single-spin operation terms are global
rotations around the x or z axis, which can be easily done
through hard pulses; the two-spin operation term e−iĤzzτ can
be generated through some suitably designed pulse
sequence based on the NMR refocusing techniques [27].
More details of the method are described in Appendix B.
The reversal of Ising dynamics eiĤt can be done in a similar
manner. Note that in the case we consider here, B̂ is a local
unitary operator on the site-N spin and B̂ ¼ σ̂γN with γ ¼ x,
y, z that can be implemented by a selective rf π pulse on the
site-N spin. Hence, for any given t, the total unitary
evolution eiĤtB̂e−iĤt can be simulated.
3. Readout. The OTOC is obtained by measuring

the expectation value of the observable Ô ¼
eiĤtB̂e−iĤtÂeiĤtB̂e−iĤtÂ. For the infinite temperature
β¼ 0, the equilibrium state of the many-body system
Ĥ is the maximally mixed state 1=24. Since

hÔiβ¼0 ¼ Tr½ÛðtÞρ̂0Û†ðtÞÂ&; ð7Þ

when B̂ is unitary, ÛðtÞρ̂0Û†ðtÞ is a density matrix ρðtÞ
evolved from ρ0 by ÛðtÞ, as simulated in step 2. Finally,
measuring the expectation value of Â under ρðtÞ gives
hÔiβ¼0. Because the NMR detection is performed on a
bulk ensemble of molecules, readout is an ensemble–
averaged macrosopic measurement. When the system is
prepared at state ρðtÞ, the expectation value of Â can then
be directly obtained from the spectrum. See Appendix B
for details.

C. Results of OTOC

Two sets of typical experimental results of the OTOC at
β¼ 0 are shown in Fig. 2. Here, we normalize the OTOC
by hB̂†ð0ÞB̂ð0ÞihÂ†ð0ÞÂð0Þi, and because Â and B̂† com-
mute at t ¼ 0, the initial value of this normalized OTOC is
unity. The experimental data (red points) agree very well
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molecule, the 13C nucleus and the three 19F nuclei (19F1,
19F2, and 19F3) constitute a four-qubit quantum simulator.
Each nucleus corresponds to a spin site of the Ising chain,
as shown in Fig. 1(b). In experiment, the sample is placed in
a static magnetic field along the ẑ direction, resulting in the
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ĤrfðtÞ ¼ −ω1ðtÞfcos½ϕðtÞ&σ̂xi þ sin½ϕðtÞ&σ̂yi g; ð4Þ

where ω1ðtÞ and ϕðtÞ denote the amplitude and the
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desired dynamic evolution. Actually, complete controllabil-
ity of such a system has been demonstrated [26], which
guarantees that arbitrary system evolution can be imple-
mented on it. Our experiments are carried out on a Bruker
AV 400 MHz spectrometer (9.4 T) at tempera-
ture T ¼ 305 K.
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1.2.We engineer the system from ρ̂eq into ρ̂0 ¼ σz1. This is
accomplished in two steps: first we remove the polarizations
of the spins except for that of F2 by using selective saturation
pulses, and then we transfer the polarization from F2 to 13C.
Details of the method are described in Appendix B.
1.3. For the initial state ρ̂0 with α ¼ x, y, we need to

further rotate the spin at site 1 by a π=2 pulse around the y
or −x axes, respectively.
2. Implementation of unitary evolution of ÛðtÞ ¼

eiĤtB̂e−iĤt. The key point is that according to the Trotter
formula [25], the time evolution e−iĤt of the Ising spin
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Each propagator inside the bracket of Eq. (5) corresponds
to either single-spin operation or coupled two-spin oper-
ation, and can be implemented through manipulating ĤNMR

with rf control Ĥrf : single-spin operation terms are global
rotations around the x or z axis, which can be easily done
through hard pulses; the two-spin operation term e−iĤzzτ can
be generated through some suitably designed pulse
sequence based on the NMR refocusing techniques [27].
More details of the method are described in Appendix B.
The reversal of Ising dynamics eiĤt can be done in a similar
manner. Note that in the case we consider here, B̂ is a local
unitary operator on the site-N spin and B̂ ¼ σ̂γN with γ ¼ x,
y, z that can be implemented by a selective rf π pulse on the
site-N spin. Hence, for any given t, the total unitary
evolution eiĤtB̂e−iĤt can be simulated.
3. Readout. The OTOC is obtained by measuring

the expectation value of the observable Ô ¼
eiĤtB̂e−iĤtÂeiĤtB̂e−iĤtÂ. For the infinite temperature
β¼ 0, the equilibrium state of the many-body system
Ĥ is the maximally mixed state 1=24. Since

hÔiβ¼0 ¼ Tr½ÛðtÞρ̂0Û†ðtÞÂ&; ð7Þ

when B̂ is unitary, ÛðtÞρ̂0Û†ðtÞ is a density matrix ρðtÞ
evolved from ρ0 by ÛðtÞ, as simulated in step 2. Finally,
measuring the expectation value of Â under ρðtÞ gives
hÔiβ¼0. Because the NMR detection is performed on a
bulk ensemble of molecules, readout is an ensemble–
averaged macrosopic measurement. When the system is
prepared at state ρðtÞ, the expectation value of Â can then
be directly obtained from the spectrum. See Appendix B
for details.

C. Results of OTOC

Two sets of typical experimental results of the OTOC at
β¼ 0 are shown in Fig. 2. Here, we normalize the OTOC
by hB̂†ð0ÞB̂ð0ÞihÂ†ð0ÞÂð0Þi, and because Â and B̂† com-
mute at t ¼ 0, the initial value of this normalized OTOC is
unity. The experimental data (red points) agree very well
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molecule, the 13C nucleus and the three 19F nuclei (19F1,
19F2, and 19F3) constitute a four-qubit quantum simulator.
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where ω0i=2π is the Larmor frequency of spin i and Jij is
the coupling strength between spins i and j. The values of
these system parameters are given in Appendix A. The
system is controlled by radio-frequency (rf) pulses, and the
corresponding control Hamiltonian is

ĤrfðtÞ ¼ −ω1ðtÞfcos½ϕðtÞ&σ̂xi þ sin½ϕðtÞ&σ̂yi g; ð4Þ

where ω1ðtÞ and ϕðtÞ denote the amplitude and the
emission phase of the rf field, respectively. The control
pulse shape can be elaborately monitored to realize the
desired dynamic evolution. Actually, complete controllabil-
ity of such a system has been demonstrated [26], which
guarantees that arbitrary system evolution can be imple-
mented on it. Our experiments are carried out on a Bruker
AV 400 MHz spectrometer (9.4 T) at tempera-
ture T ¼ 305 K.

B. Experimental procedure

As schematically illustrated in Fig. 1(c), here we focus
on the β¼ 0 case, and measuring the OTOC mainly
consists of the following parts.
1. Initial state preparation. This step aims at preparing an

initial state with density matrix ρ̂i ∝ Â ¼ σ̂α1 , α ¼ x, y, or z.
1.1. The natural system is originally in the thermal

equilibrium state ρ̂eq populated according to the Boltzmann
distribution. In the high-temperature approximation,
ρ̂eq ≈ 1=24ð1þ
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i Þ, where 1 is the identity and

ϵi ∼ 10−5 denotes the equilibrium polarization of spin i.
Because there is no observable and unitary dynamical effect
on 1, effectively we write ρ̂eq ¼
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1.2.We engineer the system from ρ̂eq into ρ̂0 ¼ σz1. This is
accomplished in two steps: first we remove the polarizations
of the spins except for that of F2 by using selective saturation
pulses, and then we transfer the polarization from F2 to 13C.
Details of the method are described in Appendix B.
1.3. For the initial state ρ̂0 with α ¼ x, y, we need to

further rotate the spin at site 1 by a π=2 pulse around the y
or −x axes, respectively.
2. Implementation of unitary evolution of ÛðtÞ ¼

eiĤtB̂e−iĤt. The key point is that according to the Trotter
formula [25], the time evolution e−iĤt of the Ising spin
chain of Eq. (2) can be approximately simulated through
the decomposition

e−iĤm τ ≈ ðe−iĤxτ=2e−iĤzτ=2e−iĤzzτe−iĤzτ=2e−iĤxτ=2Þm ð5Þ

for small enough τ. Here, the dynamics is divided into m
pieces with t ¼ m τ, and

Ĥx ¼
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Ĥz ¼
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Ĥzz ¼
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−σ̂zi σ̂ziþ1: ð6cÞ

Each propagator inside the bracket of Eq. (5) corresponds
to either single-spin operation or coupled two-spin oper-
ation, and can be implemented through manipulating ĤNMR

with rf control Ĥrf : single-spin operation terms are global
rotations around the x or z axis, which can be easily done
through hard pulses; the two-spin operation term e−iĤzzτ can
be generated through some suitably designed pulse
sequence based on the NMR refocusing techniques [27].
More details of the method are described in Appendix B.
The reversal of Ising dynamics eiĤt can be done in a similar
manner. Note that in the case we consider here, B̂ is a local
unitary operator on the site-N spin and B̂ ¼ σ̂γN with γ ¼ x,
y, z that can be implemented by a selective rf π pulse on the
site-N spin. Hence, for any given t, the total unitary
evolution eiĤtB̂e−iĤt can be simulated.
3. Readout. The OTOC is obtained by measuring

the expectation value of the observable Ô ¼
eiĤtB̂e−iĤtÂeiĤtB̂e−iĤtÂ. For the infinite temperature
β¼ 0, the equilibrium state of the many-body system
Ĥ is the maximally mixed state 1=24. Since

hÔiβ¼0 ¼ Tr½ÛðtÞρ̂0Û†ðtÞÂ&; ð7Þ

when B̂ is unitary, ÛðtÞρ̂0Û†ðtÞ is a density matrix ρðtÞ
evolved from ρ0 by ÛðtÞ, as simulated in step 2. Finally,
measuring the expectation value of Â under ρðtÞ gives
hÔiβ¼0. Because the NMR detection is performed on a
bulk ensemble of molecules, readout is an ensemble–
averaged macrosopic measurement. When the system is
prepared at state ρðtÞ, the expectation value of Â can then
be directly obtained from the spectrum. See Appendix B
for details.

C. Results of OTOC

Two sets of typical experimental results of the OTOC at
β¼ 0 are shown in Fig. 2. Here, we normalize the OTOC
by hB̂†ð0ÞB̂ð0ÞihÂ†ð0ÞÂð0Þi, and because Â and B̂† com-
mute at t ¼ 0, the initial value of this normalized OTOC is
unity. The experimental data (red points) agree very well

MEASURING OUT-OF-TIME-ORDER CORRELATORS ON A … PHYS. REV. X 7, 031011 (2017)

031011-3



Experimental results



Experimental results



Experimental results

measure. That is to say, with the help of the relationship
between OTOCs and entanglement growth, we can extract
the growth of the entanglement entropy after the quench
from the experimental data.
The results of the second Rényi entropy Sð2ÞA are shown in

Fig. 3. At short time, all three curves start to grow
significantly after a certain time. This demonstrates that
it takes a certain time for the perturbation applied at the first
site to propagate to the subsystem B at the fourth site (see
the discussion of butterfly velocity below). Then, for all
three cases, Sð2ÞA ’s grow roughly linearly in time. This
indicates that the extra information caused by the initial
quench starts to scramble between subsystems A and B.
The differences lie in the long-time regime. For the
integrable model, the Sð2ÞA oscillates back to around its
initial value after some time, which means that this extra
information moves back to the subsystem A around that
time window. As a comparison, such a large amplitude
oscillation does not occur for the two nonintegrable cases
and the Sð2ÞA s saturate after growing. This supports the
physical picture that the local information moves around in
the integrable model, while it scrambles in the nonintegr-
able models [11].

IV. BUTTERFLY VELOCITY

The OTOC also provides a tool to determine the speed
for correlation propagating. At t ¼ 0, Â and B̂ commute
with each other since they are operators at different sites.
As time grows, the higher-order terms in the Baker-
Campbell-Hausdorff formula,

B̂ðtÞ ¼
X∞

k¼ 0

ðitÞk

k!
½H;…; ½H;B%;…%; ð10Þ

become more and more important and some terms fail to
commute with Â, at which the normalized OTOC starts to
drop. Thus, the larger the distance between sites for Â and
B̂, the later the time the OTOC starts deviating from unity.
In general, the OTOC behaves as

FðtÞ ¼ a−beλLðt−jxj=vBÞ þ ' ' ' ; ð11Þ

where a and b are two nonuniversal constants and jxj
denotes the distance between two operators. Here, vB
defines the butterfly velocity [5,11,29–31]. It quantifies
the speed of a local operator growth in time and defines a
light cone for chaos, which is also related to the Lieb-
Robinson bound [31,32].
In our experiment, we fix Â at the first site, and move B̂

from the fourth site to the third site, and to the second site.
From the experimental data, we can phenomenologically
determine a characteristic time td for the onset of chaos in
each OTOC, i.e., the time that the OTOC starts departing
from unity. By comparing the three different OTOCs in
Fig. 4, it is clear that the closer the distance between Â and
B̂, the smaller td. In the insets of Figs. 4(a) and 4(b), we plot
td as a function of the distance, and extract the butterfly
velocity from the slope. We find that, for the OTOC with
Â ¼ σ̂z1 and B̂ ¼ σ̂xi , vB ¼ 2.10, and for the OTOC with
Â ¼ σ̂y1 and B̂ ¼ σ̂zi , vB ¼ 2.22. The butterfly velocity is
nearly independent of the choice of local operators, which
is a kind of manifestation of the chaotic behavior of the
system.

FIG. 3. The second Rényi entropy Sð2ÞA after a quench. A quench
operator ð1þ σ̂x1Þ (up to a normalization factor) is applied to the
system at t ¼ 0, and the entropy is measured by tracing out the
fourth site as the subsystem B. Different colors correspond to
different parameters of g and h in the Ising spin model. The points
are experimental data, the curves are theoretical calculations.

(a)

(b)

FIG. 4. Measurement of the butterfly velocity. (a) The OTOCs
for Â ¼ σ̂z1 and B̂ ¼ σ̂xi , with i ¼ 4 (blue), i ¼ 3 (green), and
i ¼ 2 (red). (b) The OTOCs for Â ¼ σ̂y1 and B̂ ¼ σ̂zi , with i ¼ 4
(blue), i ¼ 3 (green), and i ¼ 2 (red). The insets of (a) and
(b) show the time for the onset of chaos td for the OTOCs versus
the distance between two operators. The slope gives 1=vB. Here,
g ¼ 1.05 and h ¼ 0.5 .
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In general, the OTOC behaves as
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where a and b are two nonuniversal constants and jxj
denotes the distance between two operators. Here, vB
defines the butterfly velocity [5,11,29–31]. It quantifies
the speed of a local operator growth in time and defines a
light cone for chaos, which is also related to the Lieb-
Robinson bound [31,32].
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from the fourth site to the third site, and to the second site.
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determine a characteristic time td for the onset of chaos in
each OTOC, i.e., the time that the OTOC starts departing
from unity. By comparing the three different OTOCs in
Fig. 4, it is clear that the closer the distance between Â and
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Â ¼ σ̂y1 and B̂ ¼ σ̂zi , vB ¼ 2.22. The butterfly velocity is
nearly independent of the choice of local operators, which
is a kind of manifestation of the chaotic behavior of the
system.

FIG. 3. The second Rényi entropy Sð2ÞA after a quench. A quench
operator ð1þ σ̂x1Þ (up to a normalization factor) is applied to the
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measure. That is to say, with the help of the relationship
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The results of the second Rényi entropy Sð2ÞA are shown in
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where a and b are two nonuniversal constants and jxj
denotes the distance between two operators. Here, vB
defines the butterfly velocity [5,11,29–31]. It quantifies
the speed of a local operator growth in time and defines a
light cone for chaos, which is also related to the Lieb-
Robinson bound [31,32].
In our experiment, we fix Â at the first site, and move B̂

from the fourth site to the third site, and to the second site.
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from unity. By comparing the three different OTOCs in
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measure. That is to say, with the help of the relationship
between OTOCs and entanglement growth, we can extract
the growth of the entanglement entropy after the quench
from the experimental data.
The results of the second Rényi entropy Sð2ÞA are shown in

Fig. 3. At short time, all three curves start to grow
significantly after a certain time. This demonstrates that
it takes a certain time for the perturbation applied at the first
site to propagate to the subsystem B at the fourth site (see
the discussion of butterfly velocity below). Then, for all
three cases, Sð2ÞA ’s grow roughly linearly in time. This
indicates that the extra information caused by the initial
quench starts to scramble between subsystems A and B.
The differences lie in the long-time regime. For the
integrable model, the Sð2ÞA oscillates back to around its
initial value after some time, which means that this extra
information moves back to the subsystem A around that
time window. As a comparison, such a large amplitude
oscillation does not occur for the two nonintegrable cases
and the Sð2ÞA s saturate after growing. This supports the
physical picture that the local information moves around in
the integrable model, while it scrambles in the nonintegr-
able models [11].

IV. BUTTERFLY VELOCITY

The OTOC also provides a tool to determine the speed
for correlation propagating. At t ¼ 0, Â and B̂ commute
with each other since they are operators at different sites.
As time grows, the higher-order terms in the Baker-
Campbell-Hausdorff formula,
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defines the butterfly velocity [5,11,29–31]. It quantifies
the speed of a local operator growth in time and defines a
light cone for chaos, which is also related to the Lieb-
Robinson bound [31,32].
In our experiment, we fix Â at the first site, and move B̂
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i ¼ 2 (red). (b) The OTOCs for Â ¼ σ̂y1 and B̂ ¼ σ̂zi , with i ¼ 4
(blue), i ¼ 3 (green), and i ¼ 2 (red). The insets of (a) and
(b) show the time for the onset of chaos td for the OTOCs versus
the distance between two operators. The slope gives 1=vB. Here,
g ¼ 1.05 and h ¼ 0.5 .

MEASURING OUT-OF-TIME-ORDER CORRELATORS ON A … PHYS. REV. X 7, 031011 (2017)

031011-5

measure. That is to say, with the help of the relationship
between OTOCs and entanglement growth, we can extract
the growth of the entanglement entropy after the quench
from the experimental data.
The results of the second Rényi entropy Sð2ÞA are shown in

Fig. 3. At short time, all three curves start to grow
significantly after a certain time. This demonstrates that
it takes a certain time for the perturbation applied at the first
site to propagate to the subsystem B at the fourth site (see
the discussion of butterfly velocity below). Then, for all
three cases, Sð2ÞA ’s grow roughly linearly in time. This
indicates that the extra information caused by the initial
quench starts to scramble between subsystems A and B.
The differences lie in the long-time regime. For the
integrable model, the Sð2ÞA oscillates back to around its
initial value after some time, which means that this extra
information moves back to the subsystem A around that
time window. As a comparison, such a large amplitude
oscillation does not occur for the two nonintegrable cases
and the Sð2ÞA s saturate after growing. This supports the
physical picture that the local information moves around in
the integrable model, while it scrambles in the nonintegr-
able models [11].

IV. BUTTERFLY VELOCITY

The OTOC also provides a tool to determine the speed
for correlation propagating. At t ¼ 0, Â and B̂ commute
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The idea of the out-of-time-order correlator (OTOC) has recently emerged in the study of both
condensed matter systems and gravitational systems. It not only plays a key role in investigating the
holographic duality between a strongly interacting quantum system and a gravitational system, it also
diagnoses the chaotic behavior of many-body quantum systems and characterizes information scrambling.
Based on OTOCs, three different concepts—quantum chaos, holographic duality, and information
scrambling—are found to be intimately related to each other. Despite its theoretical importance, the
experimental measurement of the OTOC is quite challenging, and thus far there is no experimental
measurement of the OTOC for local operators. Here, we report the measurement of OTOCs of local
operators for an Ising spin chain on a nuclear magnetic resonance quantum simulator. We observe that the
OTOC behaves differently in the integrable and nonintegrable cases. Based on the recent discovered
relationship between OTOCs and the growth of entanglement entropy in the many-body system, we extract
the entanglement entropy from the measured OTOCs, which clearly shows that the information entropy
oscillates in time for integrable models and scrambles for nonintgrable models. With the measured OTOCs,
we also obtain the experimental result of the butterfly velocity, which measures the speed of correlation
propagation. Our experiment paves a way for experimentally studying quantum chaos, holographic duality,
and information scrambling in many-body quantum systems with quantum simulators.
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I. INTRODUCTION

The out-of-time-order correlator (OTOC), given by

FðtÞ ¼ hB̂†ðtÞÂ†ð0ÞB̂ðtÞÂð0Þiβ; ð1Þ

is proposed as a quantum generalization of a classical
measure of chaotic behaviors [1,2]. Here, Ĥ is the system

Hamiltonian, B̂ðtÞ ¼ eiĤtB̂e−iĤt, and h$ $ $iβ denotes aver-
aging over a thermal ensemble at the temperature
1=β ¼ kBT. For a many-body system with local operators
Â and B̂, the exponential deviation from unity of a
normalized OTOC, i.e., FðtÞ ∼ 1 − #eλLt, gives rise to
the Lyapunov exponent λL.
Quite remarkably, it was found recently that the OTOC

also emerges in a different system that seems unrelated to
chaos, that is, the scattering of shock waves nearby the
horizon of a black hole and the information scrambling
there [3–5]. A Lyapunov exponent of λL ¼ 2π=β is found
there. Later it was also found that the quantum correction
from string theory always makes the Lyapunov exponent
smaller [5]. Thus, it leads to a conjecture that 2π=β is an
upper bound of the Lyaponuv exponent, which was later
proved for generic quantum systems [6]. This is a profound
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VIEWPOINT

Seeing Scrambled Spins
Two experimental groups have taken a step towards observing the ‘‘scrambling’’ of
information that occurs as a many-body quantum system thermalizes.

by Brian Swingle⇤ and Norman Y. Yao†

Physicists have long wondered whether and how iso-
lated quantum systems thermalize—questions that
are relevant to systems as diverse as ultracold atomic
gases and black holes. Recent theoretical and ex-

perimental advances are bringing fresh insight into this line
of inquiry. At one extreme, researchers have shown that
disorder can fully arrest thermalization in certain isolated
many-body quantum systems [1]. At the other extreme,
surprising results from the field of quantum gravity have
established that black holes are, in some sense, the fastest
thermalizers in nature [2–4]. A common thread running
through these developments is an emerging focus on the dy-
namics of quantum information, in which thermalization is
associated with “scrambling,” or the loss of accessible infor-
mation. Two groups, one in China [5] and one in the US [6],
have taken a step towards tracking this scrambling of infor-
mation in systems of quantum spins.

The lore of thermalization goes as follows. Suppose you
initialize a collection of quantum spins into one of two dis-
tinct configurations. Now couple the system to a large heat
bath. After equilibrium is reached, the final state of the spins
will be independent of the spins’ initial configuration. In
other words, information about the initial state of the spins
has been irrevocably lost to the bath.

But thermalization does not require a bath to proceed. In
a complex many-body quantum system, information about
the initial state may instead be “hidden” in elaborate corre-
lations among the system’s constituents. The information in
such a scrambled state is not lost, because the final state can
be related to the initial state by a unitary transformation. But
it may be inaccessible to any reasonable local measurement.

The concept of information scrambling first arose in at-
tempts to understand the black hole information paradox,
which asks: How can information about what fell into a
black hole be both trapped inside the event horizon and lib-
erated as the black hole “evaporates” by emitting Hawking

⇤Department of Physics, University of Maryland, College Park, MD
20740, USA
†Department of Physics, University of California, Berkeley, CA
94720, USA

Figure 1: A classical chaotic system can be diagnosed by the
presence of the butterfly effect, in which a small perturbation like
the tiny flap of a butterfly’s wing has a huge effect on the system at
some later point in time. (Left) Another version of the classical
butterfly effect compares the situations of running time forward
(blue line) with running it backward after the butterfly is still (white)
or after the butterfly flaps its wings (red). Without the butterfly flap,
the system returns to its initial state; with it, the state of the system
eventually differs drastically from its initial state. (Right) Li et al. [5]
and Gärttner et al. [6] performed an analogous experiment with
quantum spin systems, here described by a wave function Y. Both
groups used quantum-control techniques to evolve their systems
forward in time (blue line), to apply a perturbation W, and to evolve
the systems backward in time (red line). They then performed a
measurement of V to diagnose the effect of the perturbation.
(APS/Alan Stonebraker)

radiation? Since a black hole is fundamentally a thermal ob-
ject, this paradox is intimately related to how information
dynamics leads to thermalization. Specifically, one could
imagine that when something falls into a black hole, the in-
formation about it is encoded—albeit in scrambled form—in
the radiation emitted during evaporation.

Experiments that can probe the quantum dynamics of
black holes are currently out of reach. But scrambling is also
relevant to isolated collections of strongly interacting atoms,
ions, molecules, and photons—all systems that physicists
can prepare in the lab. As a bonus, it may be possible to
engineer Hamiltonians in these systems that scramble infor-
mation as fast as black holes. The most direct way to detect
scrambling would be to measure a system’s entropy over
time, though this is typically too hard to do. Instead, re-
searchers have figured out that they can partially diagnose
scrambling using unusual correlation functions called out-
of-time-order correlators (OTOCs) [2, 3, 7]. These correlators
effectively involve a many-body “time machine.” Given two
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Ø Closed quantum systems
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Lindblad equation 

N2-1, non-negative

ØOpen quantum systems

More complex, uncontrollable



Control of Spin systems
GRAPE (Gradient ascent pulse engineering) 

Khaneja et a., J. Magn. Reson. 172, 296-305 (2005) 

Classically calculated

Gradients



Control of Spin systems
Two Key Challenges

Complexity: Exponential growth of Hilbert space
n spin-1/2 system:   2n x 2n

Noise: irreversibly affects control performance
a) Operator errors 
b) Relaxation effect from the environment

Difficult part: Performance (fitness), Gradients

Can they be calculated on quantum simulator? 



Control of Spin systems

Laflamme group, 
npj Quantum 
Information (2017)

12 qubits
7 qubits

• Experimental measurements 
of gradients and the cost 
function on a quantum 
simulator

• Experimental close-loop 
method, using classical 
computer to update the 
parameters



Conclusion and Outlook
Liquid state NMR is an excellent system for small quantum
registers, and one can see the extraordinary achievement of
NMR QIP from testing quantum theory to quantum
information processing.
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Ø Spin is among the most 
promising physical 
systems for quantum 
control.  

Ø Spin holds the promise 
of realizing various novel 
quantum applications. 

Ø NMR is a good testbed 
for QIP. 
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